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Abstract. A laser tomography adaptive optics (LTAO) system is currently undsigdéor the Giant Magellan
Telescope (GMT). This system has six laser guide stars (LGSs) in fardgxagon. For systems engineering
reasons, it is preferable to project the LGSs from the side of the telesEaperience with the Keck Il adaptive
optics system and analytical modeling have shown that side-launched tes6lt in aberrations, called LGS
aberrations, with a lot of power at low-spatial frequencies. This isexhhg the elongation of the LGS due to the
finite thickness of the sodium layer. In this paper, we model the LGS atimrs for the GMT’s LTAO system.
We find that the main aberration induced by the structure of the sodium igygefocus term, which can be
measured with a natural guide star and corrected. For subaperitiiéarge numbers of pixels, other aberrations
are negligible. However, if there are few pixels available, centroid €nesulting from pixelation and truncation
of the spot lead to significant wavefront errors. Working with the aggiom that the LGS aberrationsfact all

of the wavefront sensors in the same way, we propose a method thattfikel GS aberrations directly from the
Shack-Hartmann centroids. This method is shown toffeceve at removing the bulk of the LGS aberrations
while having a small #ect on the turbulence estimation.

1 Introduction

Laser guide stars (LGSs) are routinely used in existingstelpes to measure wavefront aberrations.
Measurements made using LGSs dfe@ed by the elongation of the image of the laser spot duesto th
finite thickness of the sodium layer. The elongation is prtpoal to the distance between the laser
launch telescope and the subaperture of the Shack-Hartmavefront sensor (WFS) used to make
the measurement. As a result of this elongation, there apesein the centroid estimate. We use the
name “LGS aberrations” to describe thé&éience between the measurements made with an elongated
spot and what would be measured using a point source at theatitnde. Experience with the Keck

Il LGS AO system and analytical modeling have shown thatgiside-launched lasers can result in
aberrations with a lot of power at low spatial frequencie] Those studies assume a single launch
telescope is used to propagate all of the lasers. The GiageMa Telescope (GMT) is planning to use
a laser tomography adaptive optics (LTAO) system with siX3s@n a regular hexagon. The baseline
design calls for three launch telescopes at the edge of ttragyr mirror projecting two LGSs each,
as shown in Figure 1. The alternative is to project all of tk&Ss from behind the adaptive secondary
mirror, but this is not desirable from an engineering stanlp Several studies have found that there
is a negligible diference in measurement noise error between side launch atet tainch.[4—6] In
LTAO systems, there is a small benefit to lauching from the sichile ground-layer adaptive optics
(GLAO) systems have slightly better performance when laiumgcfrom the center.

In this article, we investigate the magnitude of the LGS edims for the GMT with side-launched
LGSs. The classical way to measure the LGS aberrations isdoau‘truth” sensor guiding on a
natural guide star (NGS).[1] The GMT’s LTAO system will A@itect the @-axis tip-tilt star using
an additional dedicated DM. Unfortunately, it is not possitn derive the LGS aberrations from an
AO-corrected f-axis NGS since the errors seen by the WFSs depends on thiiooéthe launch
telescope. This means that the measurements from each WRESs will be corrupted by elierent
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Fig. 1. Possible locations of the launch telescopes: side projection (left) or tpridjection (right).

centroid errors and the on-axis tomographic reconstmadiahese centroid errors, seen by the science
instrument, will diter from the df-axis reconstruction, seen by the truth sensor. In thisrtepee
suggest anféective way to mitigate theffects of LGS aberrations by spatial filtering the centroids to
remove patterns of centroids that are likely to be caused®$ hberrations rather than atmospheric
turbulence.

2 Sources of LGS aberrations

There are three known sources of LGS aberrations stemnongtfre vertical structure of the sodium
layer: diferential elongation, spot truncation and pixelation.

2.1 Differential elongation

To first order, the elongatiomof the LGS is given by
n = cosg)bt/h?, (1)

where/ is the zenith angle, the baseling, is the distance between the subaperture and the laser
launch telescope, arfthndt are the height and thickness of the sodium layer. Even ifadeusn layer
structure is symmetrical, the lower part of the sodium laydiroe more elongated than the upper part,
leading to an asymmetrical spot. The elongatiffiect is proportional tdv2. For a constant sodium
profile, one would expect the intensity to varyhgsthat is the intensity in the most elongated part of
the spot (corresponding to lower altitude sodium) shoultblaer than the less elongated part of the
spot (corresponding to higher altitude sodium). Howeveard is anotherfBect that perfectly cancels
out this variation in intensity. Due to the increased distabetween the sodium atoms and the detector,
the returned flux decreases with increasing height, with’adependency. As a result, the measured
intensity distribution has exactly the same form as thectiine in the sodium layer, except that there
is a stretching in the coordinates: the structure at lowtuees is stretched over a larger angle but
without a corresponding reduction in intensity.

As an example, let us consider a sodium density profile treah@nstant density between 85 km
and 95 km above the telescope and zero elsewhere. The mgsuitage intensities when the sodium
layer is imaged at baselines of 5, 10 and 20 m from the lauriebdepe are plotted in Figure 2.
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Fig. 2. Simulated spot elongation for a top-hat sodium layer distribution. The thtewsity distributions corre-
spond to baselines of 20 m (solid), 10 m (dashed) and 5 m (dot dasHesljeference angle corresponds to the
return from the center of the sodium layer.

It can be seen that, while the resulting spots take the sameds the sodium density distribu-
tion, the elongation is stronger in one direction than tHeeptleading to a decentered image. The
decentering is proportional to the baseline, so there isemliincrease in centroid error with distance
between the launch telescope and the subaperture. Wheretttiid error is reconstructed, it leads
to a focus error, which can be sensed with a natural guideasthremoved. This focus error occurs
for any abritrary sodium density distribution and is prdpmral to the square of the thickness of the
turbulence layer. Note that the source of this focus errdifterent to that caused by fluctuations in
the mean height of the sodium layer, but in practice theyratisiinguishable.

In the remainder of the paper, we model the LGS aberrationsohyolving the resulting spots
with the expected seeing and intrinsic size of the laser b&#a resulting spots across the pupil can
be seen in Figure 3.
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Fig. 3. Simulated spot elongation for a top-hat sodium layer (left) with a crostiesethrough the center (right).
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2.2 Spot truncation

Spot truncation occurs when the size of the spot is larger the detector extent, resulting in a bias
in the centroid away. The magnitude of this error increaseslimearly with distance between the
subaperture and the launch telescope. Its magnitude caedbead by increasing the angular extent
of the detector (more pixels or larger pixels) and by judisiahoice of the centroiding algorithm. For
example, the centroid estimate is very strondfieeted since pixels far away from the center have
a large weight, while a correlation algorithm would noffsu from this error if the intensity of the
truncated component of the spot is known.

2.3 Pixelation

If the size of the pixel is large relative to the spot therel Wwé a pixelation error, which ultimately
constrains the maximum size of the pixels. The magnitudehisf eérror increases with increasing
structure in the vertical distribution of sodium atoms. Agasithm which uses knowledge of the spot
profile and (explicitly or implicitly) interpolates the pils will perform better.

3 Modeling the LGS aberrations

In this section, we investigate the magnitude of the LGSraltiens as a function of the number of
pixels per subaperture. One thousand sodium density mofilwe obtained from the University of
British Columbia LIDAR study. The sodium density as a fuantof height was used to generate WFS
spots in the following manner. First, the sodium density hiased into 35 dierent bins representing
different altitudes between 80 and 100 km. Each of the bins waiett@s an incoherent point source
and used to generate an image at each subaperture. The irmagmmvolved with a Gaussian with
a FWHM of 1 arcsecond to take into account the seeing and thasitt size of the laser spot. The
final image is the sum of the 35ftkrent sources. The images are created at a high resoluticthem
rebinned according to the pixel size of the detector to erted WFS spots.

The spots were then centroided using the standard centeteoisity algorithm and the centroid
errors for each subaperture of each wavefront sensor weoeteel. Next, the tip-tilt and focus terms on
each WFS were removed. This erases theotof the diferential spot elongation, which only produces
tip-tilt and focus within each WFS. Finally, the centroidsreséomographically reconstructed using
the method of Ellerbroek[3] to give the on-axis LGS abeomatiFigure 4 shows the reconstructed
wavefront when using a 16 15 detector with 0.4” pixels.

The LGS aberrations, other than the focus error which has aoved, have a magnitude of 5
nm RMS. This is negligible. However, if the detector only Has 4 pixels, such as is planned for
the GMT’'s GLAO system, the aberrations have an average wavedf 40 nm RMS for the sodium
profiles studied here. These errors are both acceptablertdeless, we propose a technique to reduce
the magnitude of the LGS aberrations.

4 Filtering the LGS aberrations

Here, we present a novel technique to reduce ffeceof LGS aberrations, by filtering out centroid
before reconstructing the wavefront.

We assume that the errors in the x- and y-centroid measutsaen and4c,, due to LGS aber-
rations measured by each of the six LGS wavefront sensoendegnly on the distance between the
launch telescope and the subaperture and take the form:

Acy = f(Xsusap — XLAUNCH) (2

and
4c, = f(ysueap — YLAUNCH)- ®)
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Fig. 4. LGS aberrations using 15x15, 0.4” pixels per subaperture. The RM&fwont is 5 nm.

wherexsygap IS the x-location of the subaperture angdaunchH is the x-location of the launch tele-
scope. The functiorf should be identical for botlk andy axes and for all six wavefront sensors,
although the location of the launch telescopesadncH, yLaunch), differs depending on the wave-
front sensor. In this study, the launch telescopes aretedua an equilateral triangle as shown in
Figure 1. The functiorf depends on static parameters, such as the number and sizelsfip the
detector, and the algorithm used to determine the centoiipn time varying parameters, such as the
structure of the sodium layer, the zenith angle and theisitrisize of the laser spot. The functibb),
whereb is the baseline between the centroid measurement and #redas be written as a low-order,
odd polynomial:

f(b) ~ @ + kib + ksb® + ksb® . .. 4)

The variablew = [ay1, ax1, ax1, a1, .. .] T represents the displacement of all the spots in a given WFS
(i.e., the uncertainty in the location of the LGS) and is\wa#d to vary for each axis of each wavefront
sensor, while the parameters of the functigrk = [ki, ko, ks, ...]T are forced to take the same value
for all wavefront sensors and axes orientations. The parmalues are found using a least-squares fit
of the centroid measurementsE [Cy, Cy1, Cxo, Cy2, - - ]7, to the model. The fit consists of estimating
the parameters andk that minimize

2(c— Ja - Bk)? (5)
where
111...000... 000... ...
J={000...111...000... ... (6)
and
B=|bb®b°...| (7
Defining H=[J, B], we get the solution
m = (HTH) Hc. (8)

In practice, we first run a Gram-Schmidt orthogonalizationtiee columns of H before finding the
pseudo-inverse.

It is now instructive to see whatffect of each term in the expansion has on the reconstructed
wavefront.
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The constant terms;, have no bearing on the wavefront reconstruction, becdugsmearx- and
y-centroids are removed from the output of each wavefroraaen

The linear termf (b) = kb, simply corresponds to a focus measurement: a focus in thefreat,
since the partial derivatives of a focus temx, y) = (@ + y?), are 24 = x and% = y. All
six wavefront sensors will see exactly the same focus aben reconstructed tomographically, this
leads to simply a focus term.

The higher-order terms reconstruct as more complicateduBiulence distributions that do not
occur in the atmosphere.

The centroid error for the cases of 15x15 and 4x4 pixels peaperture is plotted in Figure 5. It
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Fig. 5. Centroid error as a function of distance between the laser launch teteandphe subapertures for the
case of 15x15 (left) and 4x4 (right) pixels per subaperture. The biaekepresents the raw centroid error. The
blue, orange and red lines represent the centroid error after stidntraf the linear, fifth-order and ninth-order

terms respectively.

shows that for the case of 15x15 pixels per subaperture nilyesignificant error in the centroids is the
linear term, which when reconstructed corresponds to am érrfocus. Fortunately, the focus error
can easily be measured with an NGS and corrected. For theotasdy 4x4 pixels per subaperture,
there is a higher-order dependency of the centroid erroristartte between the subaperture and the
launch telescope. By removing up to the ninth-order, we ealuce the typical reconstructed LGS
aberration from 40 nm to 5 nm RMS. The resulting on-axis waret are displayed in Figure 6. It
can be seen that most of the low spatial frequency strucagdben removed from the wavefront.

End-to-end simulations were run using YAO to see whedat removing the higher-order terms
has on turbulence compensation. In this case, the tiptdiftwgas faint and 45 arcseconds away from
the optical axis. The median atmospheric parameters folamspanas Observatories were used.[7]
It was found that the K-band Strehl ratio dropped from 0.363.£47 when removing up to the
ninth-order. This shows that there is a modest penalty toaliek \when filtering the LGS aberrations.
In this case, the filtering would not be warranted. Howevarlier modeling of the LGS aberrations
incorrectly indicated that the magnitude of the LGS ab&matwould be much larger.

5 Conclusion

This article investigates the magnitude affiiéet of LGS aberrations on side-launched LTAO systems
for ELTs. It was found that changes in the structure in théwsagbrofile introduce an error in the focus
measurement due toftirential elongation of the LGS, which is of no consequenpet Suncation
and pixelation &ects also introduce aberrations, but these aberratiorandyeignificant if there are
few pixels in the detector. For a typical sodium profile, theTGwill experience a tomographically
reconstructed wavefront error of 5 nm and 40 nm RMS for thesad 15x15 and 4x4 pixels per
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Fig. 6. LGS aberrations using 4x4 pixels before (left) and after (right) spaliatifig the centroids. The RMS
wavefronts are 68 nm and 8 nm respectively.

subaperture. Finally, a spatial filtering method is preseétihat can be used to reduce the magnitude
of the aberrations for the case where few pixels are availailis method relies on the fact that LGS
aberrations depend only on the distance between the laatedtope and the subapertures.
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